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Training EfficiencyBackground: BYOL

Multiview Centroid Loss
Minimizes the distance between each predicted feature!𝑝! and 
the center of the target features �̂�`"
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Brownian Diffusion Loss
Applies a different random gradient to each cluster of views, 
inducing Brownian motion, pushing the clusters apart
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Whitening Loss
Normalizes the covariance matrix 𝑆! of the predicted feature 
vectors to be orthogonal with unit norm 𝐼)

ℒ* 𝜃; 𝑋 =
1
𝐾
-
!$%

&

𝑆! − 𝐼) +
' =

1
𝐾
-
!$%

&

-
,$%

)

𝜎,! − 1
'

Combined Losses
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Visual Intuition

BMWReg Architecture

Multiview, Brownian, and Whitening Losses
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(A) Attractive force (B) Diffusive force

BYOL learns class-discriminative representations by training 
an online network to predict the features of a target network, 
whose weights are a moving average of the online network’s.
Each pair of embeddings are produced by feeding differently 
augmented views of the same image to the networks.
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Where �̂� = ⁄𝑝 𝑝 ', and �̂�` = ⁄𝑧` 𝑧` ' are the normalized 
predictions from the online network and features from the 
target network.

Ablation Study

A. Multiview centroid loss applies an attractive force to 
representations of an object from multiple views, promoting 
semantically equivalent images to be represented similarly
B. Brownian Diffusion Loss repels representation clusters from 
different images

Our method achieves better results with the same amount of 
compute. (Rows 1 & 3 and 2 & 4 have about the same cost per 
epoch)

Each of our loss additions improve performance, with Multiview 
being the most significant

All our experiments are done with the ImageNet-100 dataset
In this table, we referenced the official implementation of MoCo
and implemented BYOL ourselves.
This table shows our proposed method outperforming state-of-
the-art baselines on ImageNet-100.
We observe that using a larger 𝐾, i.e. more augmented views 
is better than using less.
Also note that MoCo and Wang & Isola use ResNet-50, which 
is a more powerful feature extractor than ResNet-18.


