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Introduction
We present a simple but effective Contrastive Self-Supervised framework based on BERT for visual and linguistic 
representations learning, namely CSS-BERT, which applies a pair-wise contrastive loss to learn alignments 
between the whole sentence and each image.

ü Our CSS-BERT mitigates the semantic confusion between the whole sentence and each image during pre-training. 
ü Our CSS-BERT achieves competitive performance when transferred to four main downstream tasks.
ü Extensive ablation studies demonstrate the effectiveness of the pair-wise contrastive loss in our CSS-BERT.

CSS-BERT

• Linguistic pre-training (MLM + NSP) • Visual pre-training • Visual-linguistic pre-training

1) a token embedding 𝐞! for each sub-

word in a sentence; 

2) a segment embedding 𝐞" indicating

which part of the text the token is from;

3) a position embedding 𝐞# for the 

position of the token in the sentence. 

1) an image feature embedding 𝐟$ for

each image ROI;

2) a segment embedding 

𝐟" indicating which token embedding 

the image embedding is opposed to; 

3) a position embedding 𝐟# for 

alignments between tokens and 

each image ROI.

The Pair-wise Contrastive 

Loss (PwCL) between 

linguistic embeddings 𝐄!" and 

visual embeddings 𝐅!" is 

defined as

Downstream Tasks

Ablation Study

Conclusion
We propose a simple but effective contrastive self-supervised approach based on BERT for pre-training visual and 
linguistic representations jointly, namely CSS- BERT. 
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